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CyberScience Infrastructure for Advanced Science (by NII)

For Competitiveness in Global World

Scientific Repository = V|rtuFe:;rOSr§i(aerr11lcz:t|on

Deployment of Grid middleware as a glue
E— e

Development of Authentication System for Academia
E— o

Human Resource Development and strong organization

Super-sinet: a next generation 4’-_»'

network infrastructure supported by
NIl and 7 National Computer Centers > ?
T

Publication of scientific results from academina

og [e100S pue uosiel

Why we need CyberScience
Infrastructure (CSI) in Cybercampus

Securely and safely sharing infrastructure

— Ex. Grid provides heterogeneous large scale
computational environment

— Ex. Large observation device should be shared.
» Securely and safely sharing informati

— Ex. Sharing medical record for research
di IS




Wireless LAN and
information wall socket
roaming service

Web and e-learning contents
sharing and students’
credit transfer service

Secure and dependable
federation infrastructure

PKl base authentication infrastructure
must be deployed to replace w
password base authentication infrastructure -

By

Computing center federation
using Grid Technologies

S w

o ﬁ/‘

Federation of device base
authentication infrastructure

Requirements for
authorization/authentication

mechanism
Information Systems are exist everywhere.

Password based authorization is no longer
safe.

People are moving around.

Inter-organizational, institutional and
university collaboration is necessary for
future science.

Intra-domain solution is not enough.




Elements of CSI

PKI for Global Identity

PMA for coodinated Trusted Domain
Identity Mapping

Single Sign On

Grid/Web Service Middleware
Grid(OGSA)/Web Serviced Application

Related Members

7 Computing Centers in Japan

— Hokkaido Univ. , Tohoku Univ. , Tokyo Univ. , Nagoya Univ. ,Kyoto
Univ. , Osaka Univ. , Kyusyu Univ.

Cooperative activities
— Authentication Workshop

Considering Campus-Wide authentication infrastructure
— Grid Computing Workshop

Considering computing service federation among Computing
Centers

NAREGI PKI WG
— Supports activities of 7 Computing Centers from technical aspects




National Research Grid Initiative
(NAREGI) Project.Overview

- A new Japanese MEXT National Grid R&D project
~$(US)17M FY'03 (similar until FY'07)

- One of two major Japanese Govt. Grid Projects

- Collaboration of National Labs. Universities and
Major Computing and Nanotechnology Industries

-Acquisition of Computer Resources is done
(FY2003)
-5TFlops, 700GB for development
-10TFlobs, 5TB for application

MEXT :Ministry of Education, Culture, Sports,Science and Technology

NAREGI Work Packages

WP-1: National-Scale Grid Resource Management:
Matsuoka (Titech), Kohno(ECU), Aida (Titech)
WP-2: Grid Programming:
Sekiguchi(AIST), Ishikawa(AIST)
WP-3: User-Level Grid Tools & PSE:

Miura (NI1), Sato (Tsukuba-u), Kawata
(Utsunomiya-u)

WP-4: Packaging and Configuration Management:
Miura (NIT)

WP-5: Networking, National-Scale Security & User
Management

Shimojo, Imase (Osaka-u), Oie ( Kyushu
Tech.)

WP-6: Grid-Enabling Nanoscience Applications :
Aoyagi (Kyushu-u)




’f‘éﬁ NAREGI Work Packages

( Grid Application Layer

Grid-Enabled Applications

-

Grid Visualization Grid PSE

Grid
Prog_ramming Grid Workflow
=GR Grid Distributed

- il L7 SuperScheduler Information Services

Globus,Condor,UNICORE=>OGSA)
Grid VM

High-Performance & Secure Grid Networking

SuperSINET

NI { IMS ’ ‘Jﬂ‘ Other Academic
Organizations n e

Computing Resources

Buibexoed

Grid Middleware
\_Layer

Initiative

SN

SuperSINET
Grid Concept
“A Grid is a collection of distributed computing resources
over network that appear to an user or an application
as one large virtual computing system”

8?;&?5%‘”“ Network Function Infrastructure Group
(Measurement, Management and Control)
[ 4 ) )
Communication Protocol Secure Grid (PKI)
Infrastructure Group Infrastructure Group

.......................................................................... Mertrorad: Revenreh ‘Srick dnitintive”




Develop a security model for Grid based on PKI and realize
authentication across organizations and VO management

Development and Operation of authentication
service for UNICORE and Globus

~
S

Development of certification authority (CA) ,registration
authority (RA) and authentication policy based on
the basic assurance level defined by GGF

N R

Research & Development of authentication mechanism
across policy domains to be proposed to GGF
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1 A Security Model of Grid communication platform

AREGI Auth.
Policy U \
Domain ser |.JOB Request \
Other Auth.

Proxy \

. Policy
Creat? JOB Request Domains

® Create : Create

‘Q@/‘L&er Resource ™PProcess Resource wpproces
\3;??1%
- , elegate —
' Validate
Cert “validate
CSR
Collaboration
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NAREGI

Software Stack of NAREGI-CA

Command Web
User Interface | User Interface

LCMP Functions

RA: Registration

AICA existing Certificate Authority Free Software

CP/CPS

Auth. Policy single domain)

|

NAS(NAREGI AUTHENTICATION SERVICE) ‘

NW Infrastructure

D Development in . Development in . Development in

FY 2003(v1.0) FY 2004(v1.1) FY 2005(v2.0)
National Research Grid Initiative

NAREG|

NAREGI-CA Features

Compliance with the basic security level of GGF
— Independent Registration Authority (RA) Server
— Practical CP/CPS Template

License ID management
— Transfer authentication responsibility to Local RA

Dual interfaces for certificate request
— Web & command line enroliment

Grid operation extensions
— Batch issue of certificates by command lines
— Assistance of Grid-mapfile & UUDB creation

Future extensions
— Cooperation of CA'’s by linking policy domains
— D federation between sites
— VO Management

National Research Grid Initiative




Y Virtual Organization and Security Domain

PKIL.NEC

Definition of VO on GGF
CAS (Community Authorization Service)
VOMS (Virtual Organization Membership Service)

A virtual organization(VO) is a dynamic collection of resources
and users unified by a common goal and potentially spanning
multiple administrative domains.

-\

Virtual Organization

Contract A “Services and Users are |
- exposed in a Virtual mmc_tB
OrganizatiOn
&t oy @ ) -
ser2 user 1 serp userr E:>PKI domaln
“Organization A " Organization B

National Research Grid Initiative

NAREGI-CA Architecture

Local RA
(Site
Administrator) Get CSSF;:‘nd
License ID | RA CA
«— (Registration (Certificate
Authority) Authority)
Pass Issue
i Certificate E
Authorize
to pass Get Grid Map file

License ID Certificate or UUDB data

Gener
a Key Pair

End User Site Administrator

&Host Administrator National Research Grid Initiative




NAREGI-CA Registration Sequence

User site

NAREGI site
End user Site Administrator N4
Host administrator CA Administrator
. 1. Prepare LicenselDs
LicenselDs Issue
Request LicenselDs
: Telephon, Mail
Account Request +——————————> Account Registration | __2nd so/on.
2. User registration
Certificate |——————*| Issue a
Request « LicenselD
Might be
face to face. 3. Submit a licenselD and RA Server
: request to issue a certificate =
4. Request to revoke a certificate; jﬂf

— 5. Request to update a certificate 4
Apply certificate Accept a user request
operation (issue,revoke,update)

Via command line or WEB (Online) X ) .
6. grid-mapfile generation

Download a base
grid-mapfile and
generate mapfile for
local site

— > | base grid-mapfile
e publish

National Research Grid Initiative

XKMS Interface in NAREGI-CA v2.0

Certificate Issue basic Interface
— Application
* XKRSS Registration
* XKRSS Request Authentication
— Issue Management
* XKRSS Revocation
Certificate Information Services Basic Interface
— Certificate Retrieval
* XKISS Locate
— Signature Verification
» XKISS Validate

National Research Grid Initiative
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NAREGI-CA Distribution

* Free Software according to the NAREGI intellectual
property management rules

 Distribution records of the current version 1.0
— 61 at GGF, SC2004, etc.
* Research collaboration
— Audit of CA :AIST, Japan
— PMA for international cooperation :APGRID
» Future plan
— Distribution in Rocks Roll by SDSC, USA

Future Plan based on the OGSA Framework

User Domain Applications

Execution || Data Resource || Security Self- Inform-
Manage- Services Manage- Services Manage- ation
ment ment ment Services
Services Services Services

Infrastructure Services
WSRF
Web Services

Physical Environment

The Opelu_ (_3r_j(_jr_$_ervk_;esl_A)rgh_i_l_ectur_é_é,. :V_E_Ersilq?_illp;_ Pa—
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Functional Capabilities

Hypothetical OGSA version 2.0 documents schedule
Security Services :WG draft publication GGF17(06/6)

Bridge/
Attribute Translation =2
Services Services Authorization
Trust Services
Services
Audit/Source-
Credential Loggilng
Validation Services
Services Credential
Conversion Privacy

/ Services

Authentication Identity
NAREGI-CA Mapping

National Besearch Grid Ipitiativ
Trlwe%pen IGnld Services Architecture, Oers%n 1.8

VOMS-type VO Management

NAREGI Middleware beta version, FY2005

DN,VO, Group, roll, capabllltyj { Accountereanon
3 DN > pseudo gcc
A A <>
MyProxy+VOMS ! i d
! Super 3 1
| Scheduler |
| |
| |
| |
| |
| |
| Usel —F— ——  GRAM |
9 | | GridJob | | cridvv |
Proxy Cert| | Submission |
DUser Cert D VO i %
| | Grid site

National Research Grid Initiative
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AuthN&AuthZ Services in the future

OCSsP/
—— XKMS
CARA CRL

Policy Policy
Information Decision
Point Point

LDAP

’ VO Management ‘ ’ MyProxy

[®)
Proxy Cert

Authentication
&Authorization
Service

SAML+XACML

of User
’ User }—4 Web Server

Policy
}—' Enforcement

; 5 Grid Job | Point
User Cert Submission ~ Super Scheduler

GRAM (Grid VM)

National Research Grid Initiative

* Core Functional Capabilities
— Authentication
* NAREGI-CA
— ldentity Mapping
* ID Federation
— Credential Conversion
* UNICORE-Globus Cooperation
— VO Management

* OGSA Security Services (T.B.D.)
— Credential Validation Services
— Trust Services
— Attribute Services
— Bridge/Translation Services
— Authorization Services
— Audit/Source-Logging Services
— Privacy Services

Toward OGSA Security Services

National Research Grid Initiative
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Security Service _ .
ce Provider's
Requestor's Domain
D .
omain Trust Trust
Attribute Services Services Att”bute
Services Services
Authorization Authorization
Audit/SOUfCE- Services Services Audit/SOUI’CG-
Logging _ : Logging
Services Privacy Bridge/ Privacy Services
Services lati Services
Credential Translation Credential
Validation Services Validation
Services Services
Requestor S — Service
N WS-Stub ecure WS-Stub i
Application Conversation PHETE 7
Application
| Credential || Frust Authorization | | Attribute |
Validation || Services Services Services
Services
VO Domain ] . ~ & vl fawiasl Danini 91 -
The Open Grid Services Architecture, Version 1.0
» 3-4 year plan
[ ]

Define Two security domain
— Equivalent to commercial level domain

— Grid/PMA (Policy Management Authority)
level domain

Set up national PKI and its operation team

Build international trust for globus
cyberinfrastructure




Summary

We need cyberscience infrastructure (CSlI)
for future collaborative science and
education.

We believe PKI provides secure
infrastructure for CSI.

International collaborative effort is
necessary to build global CSI.

Professional collaboration for science and
technology is necessary.
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